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Abstract Insight 1: Relationship between MaxCon and MBF A greedy algorithm to solve MaxCon (MBF-MaxCon)
In this paper we: Which of the subsets are feasible/infeasible, is an evaluation of a Boolean -
1) Provide a precise (and abstract) definition of the maximum function over the n-dimensional Boolean Cube. TR e e e e
consensus (MaxCon) problem in terms of finding the . . . . _ dgran) Y >
maximum upper zero of a Monotone Boolean Function (MBF) The Booliean function associated with a MaxCon. problem is !Vlono.to.rTe. e, .
defined over the Boolean Cube. * Adding to a subset can only move the function towards infeasibility. 15!
2) Link the concept of influences in a MBF to the concept of * Deleting points from a subset can move only towards feasible. 2 e
outlier in MaxCon and provide theoretical analysis to show R - - - reesnel0) o
that influences of points belonging to the largest structure in € @ ]f ;;1
data would be smallest under “ideal” conditions. °Ps ,\ ot MBF-MaxCon: starts with the set of all data points and then gradually
3) Derive a greedy algOrithm that searches for the maximum ‘p4 7 ' 001 01101 | [ 01011 | {00111 remOve one data pOint at a tlme(data POint with the IargeSt inﬂuenCe)
upper zero of a MBF to efficiently solve the MaxCon problem. p, & %H until the remaining set of points Is within the e band.
Joid Ps L o f witn o Use of basis to make the algorithm efficient & local update to guarantee
o e — convergence to local optimal (upper-zero of MBF).
Problem Definition py
Maximum Consensus (MaxCon): Find the largest subset of  Fiq 3: Simple 2D Example with 5 points and the associated Boolean Cube and Results
T Fig 1: Simple 2D line fitting example Solving MaxCon is equivalent to finding the maximum upper zero of an MBF B [ BramCon] | | e e—
:  with 15 points. o lomsic || I s
—J— MBF-MaxCon
] S ) A | : : :
e e e max T | Insight 2: Influence of MBF & Outliers in MaxCon g 15| w0
2 . subject to rp, (0) <e Vp; €T Influence: The probability that the it" coordinate “affects” the output of the function S o) __ | | __ - P
47 o Inliers : Inf; [f] — xwf())rl}” [f (X) 7& f (X@Z)} T | \ 4 101
6l e L rp, (0) : Distance of p; from . ’ | | | ] o]
8 1 1 1 ; model 6 i 1 | . | 015 e Exact Iinfluences | - . T o o 10 0 w0 0 % 10 20 30 4
105 o 05 t T Obe —se woo— 5= —°—goo o Estimated Infiences| o | INfluence of an inlier data . ¥ _ L &
2 o4l o | point is likely to be Linearized fundamental matrix estimation:
Feads|Iblc=,-t;;.ubs?ti All date? p0||nts bs\l/onnglg%[ r:O tpbat.subs.?;[] _flts its N g smaller th_an the mflyence 04 . Results on KITTI Odometry dataset:
mo _Ie WI; w:jafo erar:jceln evel (e). We call this “being within an —— 2 0.05 ! | of an outlier data point ™ =L \e generally get much closer to A
epslion-banhd ot a modet-. S| e Duliers | O nogogoog® o = - performance - including often finding
Each subset can be represented as a length-n bit vector (n = 5): 4 0s o os g4 0 TS - z the optimal, which RANSAC or Lo-
| | Data point index g0 RANSAC rarely do in this
subset {po, p4,p5} — Bit-vector ‘01011’ o HERPAEE AR AL ee — experiment.
Theoretical analysis under “ideal” conditions presented in paper. Ll = 12




